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θ به نسبت مͺعبی میانگین خطای گرادیان (الف) نمره) ۴۰) .۱
است: زیر بەصورت شده داده هزینه تابع
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ͬ کنیم: م حساب را جزئͬ مشتق ابتدا ،θ به نسبت گرادیان محاسبەی برای
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با: است برابر گرادیان بنابراین،

∇θJ(θ) =
3

N

N∑
i=1

(
θTx(i) − y(i)

)2
x(i).

پرت نقاط به نسبت هزینه تابع حساسیت (ب)

پرت نقاط به نسبت حدی تا خطا، به دوم درجەی وابستگͬ دلیل به 1
N

∑
(θTx(i) − y(i))2 مربعات میانگین هزینه تابع

است. حساس
که معناست بدان این ͬ رسد. م سه توان به خطا آن در زیرا دارد**، بیشتری حساسیت مͺعبی میانگین **تابع مقابل، در
سریع بسیار شدن مͺعب هنگام خطا بزرگ مقادیر زیرا است، ⅯSE از شدیدتر بسیار پرت) (نقاط بزرگ خطاهای تأثیر

ͬ کنند. م رشد

هزینه تابع این از استفاده اصلͬ مشͺل (ج)

ندارند. یͺسانͬ تأثیر منفͬ و مثبت خطاهای است: نامتقارن** گرادیان **دارای که است این هزینه تابع این اصلͬ مشͺل
**عدم باعث که ͬ کنند م ایجاد گرادیان در منفͬ خطاهای به نسبت بزرگ تری بسیار مقدار مثبت خطاهای خاص، بەطور

ͬ شود. م بهینەسازی فرآیند در ناپایدار رفتار و مدل** یادگیری در تعادل

یابد؟ افزایش ͬ تواند م آموزشͬ دادەهای روی دستەبندی خطای آیا (الف) نمره) ۳۰) .۲
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جداسازی توانایی مدل اگر ͬ شود. م دادەها نمایش در مدل انعطاف پذیری افزایش باعث d درجەی افزایش کلͬ، حالت در
ͬ تواند م مدل زیرا شود**، صفر یا یابد کاهش آموزش **خطای که داریم انتظار معمولا˟ باشد، داشته را آموزشͬ دادەهای

دهد. تطبیق بیشتری دقت با را دادەها
دچار مدل ،(ϕd(x) ͬ های ویژگ بین هم خطͬ افزایش (مانند عددی مشͺلات دلیل به است ممͺن خاص، مواردی در اما
رخ کمتر عمل در معمولا˟ حالتͬ چنین حال، این با ͬ شود. م آموزش خطای افزایش به منجر که شود یادگیری در بی ثباتͬ

ͬ دهد. م
به است ممͺن خاص موارد در اما بماند**، ثابت یا یابد کاهش آموزش **خطای که داریم انتظار موارد، بیشتر در بنابراین،

یابد. افزایش عددی مشͺلات دلیل
ͬ یابد؟ م افزایش سپس و کاهش ابتدا جدید دادەهای روی دستەبندی خطای چرا (ب)

بͽیرد، یاد را موجود الͽوهای بهتر ͬ تواند م و ͬ گیرد م نظر در را دادەها از بیشتری ͬ های ویژگ مدل ،d افزایش با ابتدا، در
آموزشͬ دادەهای به حد از بیش مدل یابد، افزایش حد از بیش d اگر اما ͬ یابد**. م کاهش جدید دادەهای **خطای بنابراین

.(Overfitting یا بیش برازش (پدیدەی ͬ چسبد م
این ͬ گیرد. م یاد نیز را آموزشͬ مجموعەی خاص جزئیات و نویز بلͺه دادەها، کلͬ الͽوهای نەتنها مدل حالت، این در
دچار جدید دادەهای **روی اما باشد داشته خوبی بسیار عملͺرد آموزشͬ دادەهای روی مدل که ͬ شود م باعث موضوع

ͬ یابد. م کاهش آن تعمیم دهͬ توانایی زیرا شود**، بالا خطای

بایاس کاهش به منجر ابتدا مدل پیچیدگͬ افزایش ͬ دهد م نشان که است بایاس⁃واریانس منحنͬ مفهوم با مطابق رفتار این
ͬ شود. م بدتر جدید دادەهای روی عملͺرد و یافته افزایش واریانس مدتͬ از پس اما ͬ شود، م دقت) (افزایش

است) Likelihood تابع همان L) خواهیم داشت: صورت این در .Yi = I[Xi ≥ 0] ͬ دهیم م قرار الف) نمره) ۳۰) .۳

L =
n∏

i=1

pYi(1− p)1−Yi

lnL =
n∑

i=1

Yi ln p+ (1− Yi) ln(1− p)

بیاید: دست به p∗ بهینه پارامتر تا ͬ دهیم م قرار صفر برابر را p به نسبت lnL گرادیان حال

d lnL

dp∗
= 0

n∑
i=1

Yi

p∗
− 1− Yi

p∗
= 0

∑n
i=1 I[Xi ≥ 0]

p∗
=

n−∑n
i=1 I[Xi ≥ 0]

1− p∗

p∗ =

∑n
i=1 I[Xi ≥ 0]

n

است) ثابت مقدار ͷی c) بود: خواهد زیر شͺل به پسین توضیع ج) و ب

P (p | Data) = c
n∏

i=1

pYi(1− p)1−Yikpk−1

p̂MAP = argmax
p

lnP (p | Data) = argmax
p

n∑
i=1

Yi ln p+ (1− Yi) ln(1− p) + (k − 1) ln p
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خواهیم داشت: گیری مشتق با
d lnP (p | Data)

dp∗
= 0(

n∑
i=1

Yi
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− 1− Yi

p∗

)
+

k − 1
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= 0
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i=1 I[Xi ≥ 0] + k − 1

p∗
=
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